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1. ( 10+10 = 20 marks) Consider i.i.d. Bernoulli trials with probability p
for success in each trial, where 0 < p < 1. Let X0 = 0; for n = 1, 2, · · ·
let Xn = 0 if n-th trial results in failure, and Xn = k if (n−k)-th trial
is a failure but j-th trial results in success for j = (n − k) + 1, (n −
k) + 2, · · · , n− 1, n.

(i) Find the transition probability matrix of {Xn}.
(ii) Show that {Xn} is recurrent.

2. ( 10 + 7 + 8 = 25 marks) (i) Let y be a transient state for a Markov
chain {Xn : n ≥ 0} on a countable state space S. Let G(x, y) denote
the expected number of visits to state y with X0 = x. Show that
G(x, y) <∞, for any x ∈ S.

(ii) Let y be as in (i) above. Show that limn→∞ P
(n)
xy = 0, for any

x ∈ S.
(iii) Using the above, show that an irreducible Markov chain on a finite
state space is recurrent.

3. ( 6 + 7 + 7 = 20 marks ) (i) P is a transition probability matrix on a
finite state space. Show that P 2 is also a transition probability matrix.

(ii) If π is a stationary probability distribution for P, show that it is
also a stationary probability distribution for P 2.

(iii) Is the converse of (ii) above true?

4. ( 10 + 10 = 20 marks ) Consider a Markov chain on a countable state
space S with transition probability matrix P. Let x, y ∈ S be fixed.
Denote ρxy = Prob.(Ty < ∞), where Ty is the first hitting time of
state y. Show that

(i) Px(Ty = n+ 1) =
∑

z 6=y PxzPz(Ty = n), n ≥ 1;

(ii) ρxy = Pxy +
∑

z 6=y Pxzρzy.
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